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What is Regression?  
Regression analysis comprises several related analytical tools that are useful to researchers in a variety of 
disciplines, including biological anthropology. Different styles of regression are available for different types of 
dependent variables (see Table 1 for a non-exhaustive list) and can accommodate a wide range of contexts that 
are challenging for many standard statistical methods, including controlling for any number of potential 
confounding variables, adjusting for non-independent sampling units, and using cases that have missing data. 
Most types of regression analysis can be used to: (a) test hypotheses about the association between variables, (b) 
model the relationship between variables and provide measures of the strength of model fit and proportion of 
variation in a dependent variable explained by the independent variables, and (c) build equations that can be 
used for prediction. Regression analysis can accommodate any number of independent variables, ranging from 
the simplest cases where you are interested in the effect of a single independent variable on the dependent 
variable, to the case of multiple regression where you are interested in two or more independent variables. The 
simplest case is where the independent variables are continuous, but other types of independent variables can be 
accommodated. Table 2 introduces some resources for issues in the application of regression analysis. 

Table 1. Some types of regression. 

Type Dependent Variable Difficulty Reference(s) 
Linear Continuous (linear)  Montgomery (2013); Weisberg (2014) 
Logistic Binary  Hilba (2009); Hosmer et al. (2013) 
Multinomial Nominal  Agresti (2012) 
Ordered logit Ordinal  Agresti (2012) 
Poisson Count  Coxe et al. (2009) 
Negative binomial Count (overdispersed)  Coxe et al. (2009) 
Cox  Time to event  Klein (2016); Allison (2014); Hosmer (2008) 

Table 2. Resources for issues in the application of regression analysis. 

Issue Description Reference(s) 
Confounding Regression can be used to statistically control for 

confounding variables. 
McNamee 2005; Westfall 
and Yarkoni (2016) 

Non-Independence There are a number of extensions to standard regression 
methods that account for non-independent data points. 

Gelman & Hill (2007); 
Graubaud & Korn (1997); 
Harrison et al (2018) 

Multicollinearity Correlation of independent variables can lead to inflation 
of standard errors for individual beta values. 

Graham (2003); O’Brien 
(2007) 

Dummy Variables Categorical independent variables can be treated as dummy 
variables in regression analysis. 

Hardy (1993) 

Interaction Effects You can use regression to test for interaction effects. Jaccard (2001); Jaccard et al. 
(2003) 

Model Selection Methods for choosing which independent variables should 
be used in multiple regression. 

Burnham & Anderson 
(2004); Johnson & Omland 
(2004) 

Prediction Regression models can, when certain assumptions are met, 
be used to make predictions that go beyond the range of 
modeled data. 

Palmer & O’Connell (2009) 

Missing Data Imputation and other methods for dealing with the biases 
inherent in excluding cases with missing data points. 

Allison (2001); McKinnon 
(2010) 
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